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I. TOPIC DESCRIPTION 

 
 

The pervasion of AI-based applications continues to grow at a staggering pace and digitization is 

also hardly a new phenomenon which continues to persist. Already today, they affect many 

aspects of our lives. Thus, we are confronted with the timely question of how to design AI and 

digital economy in ways that are optimal depending on context, users’ and society’s preferences. 

 

AI and digitization promise tremendous opportunities for progress. How to harness these 

opportunities for the best of society, however, remains an open question. What are potential 

trade-offs? How can designs look like that work well according to specific measures of welfare? 

This is the topic of this seminar. Participants develop their own research idea on how to design AI 

to society’s best interests, for example, with one specific and politically relevant context in mind. 

The goal is to come up with an experimental design (lab or field experiment) that enlightens us 

about some specific research question within the topic. To find such a context, an entry point may 

be one of the following. 

 

Digitalization has dramatically reduced search, information and tracking costs, thus making it 

easier than ever for consumers to compare prices and product features. On the other hand, this 

development may contribute to information overload and ‘attention wars’. What does that imply 

for market design? Or, consider the effect of negligible tracking costs such that firms can design 

highly targeted advertising or implement first-order price discrimination easily. (E.g., consumers 

using an Apple device may be offered higher prices than others.) What should we think about this 

from an economic design perspective? Should we regulate these markets, and if so, how? 

 
The reliance on digital technology has grown tremendously during the pandemic and digital 

security in time of crisis has become an increasingly important issue. Research shows that there 

was an increase in the reports of cyber-attacks during the pandemic, and frauds related to online 

shopping and the hacking of social media and emails have witnessed the largest increases in the 

number of incidents (Buil-Gil et al, 2020). Alongside cyber-attacks, fake news and false 

information has also been circulated on the internet and social media since the outbreak of COVID-

19. How could we use the insights from behavioral science to address this problem? And how 

should companies better design the digital platforms to limit the spread of misinformation? There 

are many more interesting questions to be explored here. 

 

AI may help people to make better decisions, e.g. by giving nudges that promote healthier lifestyle 

choices and/or support long-term goals. But how should they become designed in optimal ways? 

Are there trade-offs? How should we measure welfare? Answers may be quite context-specific, of 

course, and it may make sense to focus on one specific one for a research question, e.g., how to 



nudge people to save money, eat healthy, drink less… And, do people enjoy such nudging in the 

short run? In the long run? Are there differences depending on personal characteristics? 

 

Of course, AI might also give consumers back control over their data, e.g. via apps scanning the 

usually too long to read Terms & Conditions agreements and provide. How could this be designed 

in a good way? 

 

Furthermore, algorithms can create filter bubbles and political echo chambers. Do we have 

something to say to this from an information design point of view? 

 

Finally, people fear that AI could contribute to the emergence of totalitarian regimes. 

 

“What Orwell prophesied in 1984, where technology was being used to monitor, control, dictate, or 

what Huxley imagined we may do just by distracting ourselves without any meaning or purpose. 

Neither of these futures is something that we want. […] There are unintended consequences of 

technology. It is up to us to ensure that some of the more dystopian scenarios don’t come true.”, 

 

says Microsoft’s CEO Satya Nadella. Preventing an Orwellian dystopia from becoming reality will 

crucially depend on the strength and role of political institutions. E.g., consider the case of San 

Francisco which has recently banned facial recognition technology in public places. How could AI 

foster security and nevertheless respect aspects of privacy? Suggestions need to be developed and 

empirically evaluated. 

 

Topic suggestions include but not limited to: Privacy, Health Markets, Markets for Attention, 

Addiction, Fake News, Voting in the Digital Era, … 

II. SCOPE OF THE SEMINAR 

Please note that no topics will be handed out. Instead, participants will develop their own research 

question in the broad field of Shaping AI and Digitization for Society. Using their own creative 

abilities, students design an economic experimental or field study that answers their research 

question. Students will work in groups of up to four, depending on the total number of participants. 

If the process of group formation is unsuccessful, participants will be assigned.  

The seminar starts with an online introductory meeting on Wed, 25th Oct 2023. Ideas for 

experiments or field studies will be presented in a blocked event on 12th Jan 2024. Each 

presentation should last max. 20 minutes. Full attendance in all meetings is required for successful 

participation in the seminar. Group seminar papers of 8 – 10 pages, as well as an individual 

abstract with 75 to 100 words, are to be handed in at the end of the semester. 

Application will be possible via the centralized platform until 17th July 2023. 

Please note that we will ask you for a brief description of the topic and research idea you are 

interested in, in order to ensure a well-balanced variety in the seminar. Prior attendance of the 

courses “Economics and Behavior” and/or “Auction and Mechanism Design” is recommended but 

not required. For further questions, please contact Lixuan Zhao (lixuan.zhao@kit.edu). 
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